
Nature © Macmillan Publishers Ltd 1998

8

12. Loughrin, J. H., Manukian, A., Heath, R. R. & Tumlinson, J. H. Diurnal cycle of emission of induced
volatile terpenoids by herbivore-injured cotton plants. J. Chem. Ecol. 21, 1217–1227 (1994).

13. Takabayashi, J., Dicke, M. & Posthumus, M. A. Variation in composition of predator-attracting
allelochemicals emitted by herbivore-infested plants: Relative influence of plant and herbivore.
2, 1–6 (1991).

14. Du, Y.-J., Poppy, G. M. & Powell, W. Relative importance of semiochemicals from first and second
trophic levels in host foraging behavior of Aphidius ervi. J. Chem. Ecol. 22, 1591–1605 (1996).

15. Lewis, W. J. & Takasu, K. Use of learned odours by a parasitic wasp in accordance with host and food
needs. Nature 348, 635–636 (1990).

16. Tumlinson, J. H., Lewis, W. J. & Vet, L. E. M. How parasitic wasps find their hosts. Sci. Am. 268, 100–
106 (1993).

17. Bell, W. J., Kipp, L. R. & Collins, R. D. in Chemical Ecology of Insects 2 (eds Cardé, R. T. & Bell, W. J.)
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Darwinian evolution has to provide an explanation for coopera-
tive behaviour. Theories of cooperation are based on kin selection
(dependent on genetic relatedness)1,2, group selection3–5 and
reciprocal altruism6–9. The idea of reciprocal altruism usually
involves direct reciprocity: repeated encounters between the same
individuals allow for the return of an altruistic act by the
recipient10–16. Here we present a new theoretical framework,
which is based on indirect reciprocity17 and does not require the
same two individuals ever to meet again. Individual selection can
nevertheless favour cooperative strategies directed towards reci-
pients that have helped others in the past. Cooperation pays
because it confers the image of a valuable community member
to the cooperating individual. We present computer simulations
and analytic models that specify the conditions required for
evolutionary stability18 of indirect reciprocity. We show that the
probability of knowing the ‘image’ of the recipient must exceed
the cost-to-benefit ratio of the altruistic act. We propose that the
emergence of indirect reciprocity was a decisive step for the
evolution of human societies.

Humans have achieved one of the pinnacles of sociality, and the
complexity of their cooperative actions is without parallel. In
contrast to other examples of ultrasociality19–22 (for example,
clones, bee hives or termite colonies), human cooperation is due
less to kin selection than to cultural forces rooted in pervasive moral
systems. From hunter tribes and village communities to nation
states and global enterprises, the economic effects of nepotism,
although certainly present, are minor compared with those of
reciprocity. Reciprocity is usually understood to take the form of
direct reciprocity: help someone who may later help you. But
indirect reciprocity also prevails in human communities. In this
case, one does not expect a return from the recipient, but from
someone else, according to the pious advice of ‘give, and you shall be

† Present address: Institute for Advanced Study, Olden Lane, Princeton, New Jersey 08540, USA.

given’. Cooperation is channelled towards the ‘valuable’ members of
the community. This has been called the ‘I won’t scratch your back if
you won’t scratch their backs’ principle23. A donor provides help if
the recipient is likely to help others (which often means, if the
recipient has helped others in the past). In this case, it pays to
advertise cooperation, as the cost of an altruistic act is offset by an
increased chance to become the recipient of an altruistic act later.
Animal and human behaviour may be influenced by attempting to
increase image (or status) in the group24,25.

According to Alexander17, indirect reciprocity, which ‘‘involves
reputation and status, and results in everyone in the group con-
tinually being assessed and reassessed’’, is important in human
societies (and possibly in some primates, social canines and other
groups). Alexander interprets moral systems as systems of indirect
reciprocity. Indirect reciprocity presupposes rather sophisticated
players, and therefore is likely to be affected by anticipation,
planning, deception and manipulation. The politicking needed to
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Figure 1 Cooperation wins in a computer simulation of indirect reciprocity. The

population consists of n ¼ 100 individuals. The image scores range from −5 to +5,

the strategy (k) values from −5 to +6. The strategy k ¼ 2 5 represents uncondi-

tional cooperators, whereas the strategy k ¼ þ6 represents defectors. In each

round of the game, two individuals are chosen at random, one as donor, the other

as recipient. The donor cooperates if the image score of the recipient is greater

than or equal to the donor’s k value. Cooperation means the donor pays a cost, c,

and the recipient obtains a benefit, b. There is no payoff in the absence of

cooperation. At the beginning of each generation, all players have image score 0.

Hence, strategies with k # 0 are termed ‘cooperative’, because individuals with

these strategies cooperate with individuals that have not had an interaction. In

each generation 125 donor–recipient pairs (n) are chosen; each player has, on

average, 2.5 interactions. The chance that a given player meets the same player

again, or that a chain of possible altruistic acts ever leads back to the original

donor, is negligibly small. Therefore, direct reciprocity cannot work here. At the

end of each generation, players produce offspring proportional to their payoff. At

generation, t ¼ 0, we start with a random distribution of strategies. After t ¼ 10

generations, the strategies k ¼ 2 1; 0;þ2and þ 5 have increased in abundance.

After t ¼ 20 generations, the strategies k ¼ 2 4; 2 1 and0 dominate the popula-

tion. After t ¼ 150 generations, the population consists almost entirely of the

strategy k ¼ 0, which is the most discriminating among all cooperative strategies.

Players with this strategy cooperate with everyone who has image score 0 or

greater. After t ¼ 166 generations, all other strategies have become extinct and

k ¼ 0 is fixed in the population. Parameter values:b ¼ 1, c ¼ 0:1 (to avoid negative

payoffs we add 0.1 in each interaction).
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continually assess the status of all members of our community and
to bolster our own has probably been a major force for shaping our
intelligence. But if we want to understand the basic mechanisms of
indirect reciprocity, we must analyse drastically simplified models.

Imagine a population of individuals with the option to help one
another or not. Random pairs of players are chosen, of which one is
the potential donor of some altruistic act and the other is the
recipient. The donor can cooperate and help the recipient at a cost c
to himself, in which case the recipient receives a benefit of value b
(with b . c). If the donor decides not to help, both individuals
receive zero pay-off. Each player has an image score, s, which is
known to every other player. If a player is chosen as a donor and
decides to cooperate then his (or her) image score increases by one
unit; if the donor does not cooperate then it decreases by one unit.
The image score of a recipient does not change. First we consider
strategies where donors decide to help according to the image score
of the recipient. A strategy is given by a number k: a player with this

strategy provides help if, and only if, the image score of the potential
recipient is at least k.

Figure 1 shows computer simulations of a population consisting
of n players. The strategies are given by ki and the image levels by si.
At the beginning of each generation, the image levels of all players
are zero (assuming that children do not inherit the image of their
parents). In succession, m donor–recipient pairs are chosen. A
donor, i, cooperates with a recipient, j, if ki # sj. The fitness of a
player is given by the total number of points received during the m
interactions. Some players may never be chosen, in which case their
payoff from the game will be zero. On average, a player will be
chosen 2m/n times, either as donor or as recipient. At the end of
each generation, players leave offspring in proportion to the their
fitness. We find that if the game is played for many generations, then
eventually all players will adopt the same strategy. If the k value of
this strategy is 0 or less then cooperation is established; if the value is
1 or more then defection has won. Cooperation is more likely to win
if the number of interactions, m, per generation is large. (A different
model of indirect reciprocity has been studied by Boyd and
Richerson26, who assumed that individuals interact in loops such
that a cooperative action can be returned, after several steps, to the
original donor. According to Boyd and Richerson, their model is
unlikely to lead to a cooperative outcome, as it requires the loops to
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Figure 2 Long-term evolution of indirect reciprocity under mutation and selection.

We used the same computer simulation as in Fig.1, but included mutation: there is

a probability of 0.001 that an offspring does not act like its parent and uses another

randomly chosen strategy instead. We observe endless cycles of cooperation

and defection. Cooperative populations are relatively stable if they consist of

discriminating players with strategies such as k ¼ 0 or −1. But after some time

these populations are undermined (through random drift) by players with strate-

gies such as k ¼ 2 4 or −5, which are too cooperative. Then defectors, with

strategies k ¼ 4 or 5, can invade. These defectors can, in turn, be overcome by

stern discriminators again. In the long run, cooperation is harmed by uncondi-

tional cooperators, because they enable defectors to invade. In the absence of

unconditional cooperators, cooperative populations persist for much longer. a,

The average k value of the population. b, The average payoff per individual, per

generation. c, Frequency distribution of strategies sampled over many genera-

tions (t ¼ 107). Parameter values are as for Fig. 1, but m ¼ 300 rounds per

generation.
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Figure 3 Indirect reciprocity with incomplete informationabout the imagescoreof

other players. We performed the same simulation as in Fig. 2, but updated the

image score of a donor only for the recipient and for the observers of an

interaction. Each interaction is observed, on average, by ten randomly chosen

players. The figure shows the frequency distribution of strategies for three

different population sizes, n ¼ 20, n ¼ 50 and n ¼ 100, sampled over many

generations (t ¼ 107) in order to obtain representative results. There is a clear

effect of group size: cooperation predominates for n ¼ 20, but is rare for n ¼ 100.

For n ¼ 50 we find cooperative and defective strategies at roughly equal

frequencies. The averages over time of the frequency of cooperative strategies

(defined by k # 0) are 90%, 47% and 18% for, respectively, n ¼ 20, 50 and 100.

Parameter values are as for Fig. 2, but the number of donor–recipient interactions,

m, is 10n rounds per generation.
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be relatively small, closed and long lasting. We think that this is
because their model does not include image scores.)

We can also include mutations in the simulation, by assuming
that there is a small probability that a strategy does not reproduce
accurately but instead gives rise to an offspring adopting a different
strategy (Fig. 2). In this case, several strategies can persist. We have
studied the frequency distribution of various strategies and analysed
how often a cooperative regime is achieved. A minimum number of
rounds per generation is needed for cooperation to prevail. This
number can be very small: each player needs to be chosen for only
about two interactions per lifetime. (In this case, there is a prob-
ability of only 1/4 that a defector can be punished, if he is chosen
first as a donor and then as a recipient.) Below we present an

analytical model for evaluating the minimum number of interac-
tions that is compatible with cooperation.

Long-term simulations that include mutation usually do not
converge to a simple equilibrium distribution of strategies, but show
endless cycles. In simple terms, what happens is that defectors are
invaded by discriminators, who only help players whose score
exceeds some threshold. Next, discriminators are undermined by
unconditional cooperators. The prevalence of these indiscriminate
altruists subsequently allows the return of defectors. In a population
consisting only of discriminators and unconditional cooperators,
there is no selection against the latter, who can spread by random
drift. In simulations without unconditional cooperators, coopera-
tive populations persist for much longer.

Cooperation based on indirect reciprocity depends crucially on
the ability of a player to estimate the image score of the opponent. In
the above model, we assume that the image score of each individual
is known to every other member of the population. This should be
seen as only an idealized scenario. It is more realistic to assume that
an interaction between two individuals is observed by a (possibly
small) subset of the population. Only these ‘onlookers’ (and, of
course, the recipient) have the possibility of updating their percep-
tion of the donor’s image score. The onlookers are chosen at
random for each particular interaction. Therefore each player has
a specific perception of the image score of the other players. The
same player can have different image scores in the eyes of different
individuals. The information is contained in a matrix whose
elements sij denote the image score of player i as seen by player j.
In a donor–recipient interaction between j and i, player j will
cooperate if sij . kj. If j has no information on i, then sij ¼ 0.

The model now depends on the probability that a given indivi-
dual observes an interaction between two other individuals. Figure 3
shows computer simulations of this extended model. Again, coop-
eration can easily be established and dominate the population, but a
larger number of interactions per generation is needed. There is also
an effect of group size. For larger groups, it is more difficult to
establish cooperation, because the fraction of individuals that
obtain information about any particular interaction will be smaller.
Therefore, more interactions are required (relative to group size) in
order to discriminate against defectors.

Another interesting expansion of the basic model is to include
strategies that consider both the recipient’s and the donor’s image
score. We explored two types of strategies. ‘And’ strategies involve
cooperation if the image score of the recipient is larger than a certain
value and the image score of the donor is less than a certain value.
The idea is that if an individual has already a high image score, it is
not necessary to aim for a still higher image score (by helping
others). On the other hand, ‘or’ strategies result in cooperation if the
image score of the recipient is larger than a certain value or the
image score of the donor is less than a certain value. Here the idea is
that if an individual has a low image score it may be advantageous to
increase the score by helping others regardless of how low their
image score is. In both cases, highly cooperative societies form (Fig
4). If, in contrast, we simulate strategies that only consider their own
image and do not take into account the image of the recipient,
cooperation does not emerge.

The models above are based on computer simulations, but we can
derive analytical insights from a simplified model. Suppose that
there are only two image levels, 0 (for bad) and 1 (for good). The
image of a player depends on his or her last action as a donor:
players who defected have score 0, and players who cooperated have
score 1. Let us only consider two types of player: first, defectors, who
never provide assistance; and second, discriminators who help
players having image 1, but not players having image 0. A given
player knows the score of only a fraction, q, of the population. A
discriminator who has no information on potential recipients will
assume, with a certain probability, p, that they have image 1. In each
round of the game all individuals of the population are chosen, each
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Figure 4 A further dimension is added to the game if donors base their decision to

cooperate not onlyon the image scoreof the recipient but also on their own score.

a, b, We consider strategists that cooperate if the image score of the opponent is

at least k and if their own image score is less than h. If the image score of an

individual is already high, it makes no sense to invest in a still higher image. The

figures show the frequency distribution of strategies that are defined by their k

and h values sampled over many generations. a, We assume perfect information

about the image of all players. The most frequent strategy is k ¼ 0, h ¼ 1. Players

with this strategy cooperate if the image score of the opponent is at least 0 and

their own imagescore is less than 1. If the whole population adopts this strategy, it

does not pay to aim for an image exceeding 0. For the same reason, other

strategies with h ¼ k þ 1 are successful in this simulation. Strategies with k . 0

are unsuccessful, because they are too uncooperative. b, We assume imperfect

informationabout the other players’ image. Here it pays to invest in a higher image

than strictly necessary, because a given altruistic act is only seen by a subset of

other players. The most frequent strategy is k ¼ 0, h ¼ 4. c, d, We study players

that cooperate if the image score of the recipient is at least k or if their own image

score is less than h. Players with a low imagemay want to increase their imageby

helping others indiscriminately. Such a scenario also leads to cooperative

societies (dominated by strategies with k # 0), but unconditional defectors (with

strategies k ¼ 6, h ¼ 2 5) benefit from the reduced level of discrimination and

represent the most frequent single strategy. c, Results are based on perfect

information whereas d assumes imperfect information about the co-players’

image score. In a, b, c and d, respectively, the frequency of cooperative interac-

tions is 55%, 57%, 70% and 80%. This must be compared with ,0.1% cooperation

in simulations where strategies only consider their own image score and do not

discriminate according to the image score of the recipient. Parameter values: a, c,

as in Fig. 2, but m ¼ 500 rounds per generation; b, d, as in Fig. 3 with n ¼ 20. The

frequency of a strategy is proportional to the area of the shaded circles. Strategies

with a frequency of ,0.5% are not shown.
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with the same probability of being a donor or a recipient. If w , 1
denotes the probability of another round, there are on average
1=ð1 2 wÞ rounds per generation. We have derived the equations (see
Methods) that describe how the frequencies of discriminators and
defectors change from one generation to the next. It should be
stressed that discriminators are not ‘tit-for-tat’ players; tit-for-tat
strategists base their decisions on their own previous experience
with the co-player, whereas discriminators use the experience of
others. This is an essential advantage for a player who interacts with
many co-players but only a few times with each. (Such discrimina-
tors are also different from strategies based on ‘standing’27, which is
an internal switch distinguishing between defection in response to a
co-player’s cooperation or defection.)

We observe a frequency threshold: a minimum amount, xmin, of
discriminators is necessary to ensure the establishment of coopera-
tion. We also obtain the minimum number of rounds per genera-
tion that is needed for the evolutionary stability of discriminators.
In particular, cooperation through indirect reciprocity can only be
stable if q . c=b. The probability of knowing the image of another
player has to exceed the cost-to-benefit ratio of the altruistic act.
This is remarkably similar to Hamilton’s rule, which states that
cooperation through kin selection works whenever the coefficient of
relatedness between two individuals exceeds the cost-to-benefit
ratio1,2. In our case, relatedness is replaced by acquaintanceship.

Cooperation based on indirect reciprocity works in the following
way, therefore: a potential donor can choose whether to accept a
certain cost in order to help another individual, or to avoid this cost.
In the short term, of course, avoiding the cost yields the higher
payoff. In the long term, however, performing the altruistic act
increases the image score of the donor and may therefore increase
the chance of obtaining a benefit in a future encounter as a recipient.
On the other hand, a discriminator who punishes low-score players
by refusing them help pays for this by having his own score reduced.
The overriding idea, relevant to human societies, is that information
about another player does not require a direct interaction, but can
be obtained indirectly either by observing the player or by talking to
others. The evolution of human language as a means of such
information transfer has certainly helped in the emergence of
cooperation based on indirect reciprocity. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

Defectors and discriminators. Here we develop a simplified model for
indirect reciprocity which can be fully understood in analytical terms. Consider
two image scores, 0 for someone who defected last round and 1 for someone
who cooperated last round. Thus the image score depends only on the last move
of a player as a donor. Consider two types of players: discriminators, who help
only players with image score 1, and defectors, who never help. Let us suppose
that there is a probability, q, that discriminators have information about the
image score of the recipient. In the absence of information, they assume an
image score of 1 with probability p. (One can show that if indirect reciprocity
works at all, then discriminators with larger p always outcompete the others28.
Therefore we shall restrict ourselves in the following to the limiting value p ¼ 1.
The discriminator strategy in this case coincides with a variant of ‘tit-for-tat’,
which begins with defection if the future co-player has been seen defecting in
his last interaction29—a confirmation of Alexander’s view that ‘‘indirect
reciprocity is a consequence of direct reciprocity occurring in the presence of
others’’17.) For a defector, information about the image score does not matter.
We denote by x0, x1, y0 and y1, respectively, the frequencies of discriminators (x)
with images 0 and 1, and the frequencies of defectors (y) with images 0 and 1.
The total frequency of discriminators is x ¼ x0 þ x1 and that of defectors
is y ¼ y0 þ y1. We have x þ y ¼ 1. A generation consists of several rounds
of the game, during which x and y do not change. In each round all
players are paired up, half of the players being donors, the other half
recipients. The frequencies of players of image 0 or 1 change from round
to round according to the difference equations x90 ¼ ½x0 þ xð1 2 wÞqÿ=2,
x91 ¼ ½x1 þ xð1 2 q þ qwÞÿ=2, y90 ¼ ½y0 þ yÿ=2, and y91 ¼ y1=2. Here w ¼ x1 þ y1

is the frequency of players with score 1. In each round, the payoff to the

individual types is Pðx0Þ ¼ ½ 2 cð1 2 q þ qwÞ þ bxð1 2 qÞÿ=2, Pðx1Þ ¼

½ 2 cð1 2 q þ qwÞ þ bxÿ=2, Pðy0Þ ¼ bxð1 2 qÞ=2, Pðy1Þ ¼ bx=2. The difference
equation yields the expected payoff values De(k) and Di(k) to defectors and
discriminators in the kth round: DeðkÞ ¼ bxð1 2 q þ q2 2 ðk 2 1ÞÞ=2, and DiðkÞ ¼

DeðkÞ þ {ð1 2 qÞðbqx 2 cÞð1 2 qxÞ2 1 2 bq2 2 ðk 2 1Þ þ qðb 2 cÞð1 2 xÞð1 2

qxÞ2 1½ð1 þ qxÞ=2ÿk 2 1}=2. We can assume either that the number of rounds per
generation is constant, or that there exists a fixed probability w for a further
round. In the latter case, the total payoff to defectors is De ¼ S`

k¼1wk 2 1DeðkÞ,
and similarly for discriminators. We find that

2ðDi 2 DeÞ ¼ ð1 2 qÞ
bqx 2 c

ð1 2 wÞð1 2 qxÞ

þ 2q
ðb 2 cÞð1 2 xÞ

ð1 2 qxÞð2 2 w 2 wqxÞ
2

b

2 2 w

� �
Modelling the change in frequency of discriminators and defectors from one
generation to the next by the standard replicator equation30, we find that
defectors win if x is below a threshold value xmin given by Di ¼ De, whereas
discriminators win if x is above this threshold. Discriminators are evolutiona-
rily stable if and only if xmin , 1, that is, if Di . De for x ¼ 1. This can happen
only for q . c=b, that is, if the probability of knowing the image of the co-player
exceeds the cost-to-benefit ratio, and if the average number of rounds, that is,
1=ð1 2 wÞ, exceeds ðbq þ cÞ=ðbq 2 cÞ. Note that for our numerical example of
Figs 1 and 2, where b ¼ 1 c ¼ 0:1 and q ¼ 1, we need only about 1.2 rounds per
generation for cooperation to be stable against invasion by defectors.
The good, the bad and the discriminating. Indirect reciprocity only works
when donors discriminate between individuals that have or have not helped
others in the past. To understand the role of indiscriminate altruists, we add to
the population of defectors and discriminators a fraction z of cooperators, who
always give help irrespective of the their co-player’s score. We can calculate the
payoffs in each round as before. The cooperators’ total expected payoff, Dc,
differs from that of the defectors, De, by ½ 2 c þ ðbwqxÞ=ð2 2 wÞÿ=½2ð1 2 wÞÿ,
whereas

Di 2 De ¼
ðbqx 2 cÞð1 2 q þ qzÞ

2ð1 2 wÞð1 2 qxÞ
2

bqðx þ yÞ

2 2 w
þ

qyðb 2 cÞ

ð1 2 qxÞð2 2 w 2 wqxÞ

The population is in equilibrium whenever y ¼ 0 (no defectors) or x ¼

cð2 2 wÞ=bwq. If x lies below the latter value, defectors win; if x exceeds it,
then a mixture of discriminating and indiscriminating altruists gets established,
depending on the initial value. This mixed state is proof against invasion by
unconditional defectors, but in such a population both discriminating and
indiscriminating altruists do equally well. Their frequencies will be altered only
by random drift, not by selection. If the frequency of discriminators falls below
cð2 2 wÞ=bwq then defectors can invade and take over. Defectors in turn can be
overcome by discriminators if their frequency fluctuates above xmin.
A universal constant of nature. Let us now consider a situation in which the
image score can be any integer number between −` and +`, but in which all
players adopt the same strategy, k ¼ 0. Denote by xi the frequency of players
with image score i. In the next round it is x9i ¼ ½xi þ xi 2 1f þ xiþ1ð1 2 fÞÿ=2
where f ¼ S`

i¼0xi. If all players start with an image score of greater than or equal
to 0, then all players will cooperate in the first and all subsequent rounds. If all
players start with an image score of less than 0, then all players will defect in the
first and all subsequent rounds. The situation becomes interesting if there is an
initial distribution of image scores above and below 0. The question of whether
the system will ultimately converge to cooperation or defection is non-trivial.
We find that there is a maximum fraction of players with an initial image score
below 0, such that the system ultimately converges to all-out cooperation.
Numerical simulations show that this fraction is 0.7380294688360....
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The severe limitation of the capacity of working memory, the
ability to store temporarily and manipulate information1, neces-
sitates mechanisms that restrict access to it. Here we report tests
to discover whether the activity of neurons in the prefrontal
(PF) cortex, the putative neural correlate of working memory2–8,
might reflect these mechanisms and preferentially represent
behaviourally relevant information. Monkeys performed a
‘delayed-matching-to-sample’ task with an array of three objects.
Only one of the objects in the array was relevant for task
performance and the monkeys needed to find that object (the
target) and remember its location. For many PF neurons, activity
to physically identical arrays varied with the target location; the
location of the non-target objects had little or no influence on
activity. Information about the target location was present in
activity as early as 140 ms after array onset. Also, information
about which object was the target was reflected in the sustained
activity of many PF neurons. These results suggest that the
prefrontal cortex is involved in selecting and maintaining beha-
viourally relevant information.

In the ‘array trials’, a sample array of three objects was briefly
presented while the monkeys maintained central gaze (Fig. 1a).
Monkeys needed to find the target object in the array and remember
its location. After a brief delay, a test array appeared and the
monkeys had to release a lever if the target object appeared in the
same location as it had in the sample array. Although each of the
three objects was a target, in turn, for a block of trials, its location in
the sample array was chosen randomly on each trial. Monkeys were
cued to the target object with ‘cue trials’ (Fig. 1a) in which the target
object appeared alone.

We recorded the activity of 97 neurons from the lateral prefrontal
cortex of two monkeys (Fig. 1b). Based on analysis of variance
(ANOVAs) (evaluated at P , 0:01), many PF neurons showed
activity to physically identical sample arrays that varied depending
on which of three array positions contained the target (46/97 or 47%
during sample presentation, 45/97 or 46% during the delay, Fig. 2
and Table 1). Information about the target location appeared very
early in neural activity, starting about 140 ms after array onset
(Fig. 3a). The activity of these neurons after this time largely
reflected the target location alone; information about the location
of the irrelevant, non-target, objects had little or no influence.
Although almost half of PF cells showed activity that varied with the
location of the target object, only a few cells (sample period: 10/97
or 10%; delay period: 5/97 or 5%) showed activity that varied with
the location of non-target objects (t-tests, evaluated at P , 0:01). In
fact, many cells showed similar activity on array trials and on cue
trials in which the target object appeared alone (Fig. 2).

The task also required monkeys to remember which object was
currently the target. This was also reflected in PF activity. On array
trials, many PF neurons showed activity during the sample period

Figure 1 The behavioural task and recording sites. a, Sequence of trial events.

Each trial began when the monkey grasped a lever and fixated a small fixation

target at the centre of a computer screen. The location of the target object is

indicated by the dotted circle on this figure. Examples of array trials (top) and cue

trials (bottom) are illustrated. b, Location of recording sites: Arcuate S, arcuate

sulcus; Principal S, principal sulcus.

Table 1 Summary of neuronal selectivity in different task periods

Sample period Delay period Both periods
.............................................................................................................................................................................

n ¼ 97 cells
Number of cells selective for:

Target object only 20 16 7
Target location only 22 30 13
Target object and location 24 15 8
Total selective for object 44 31 15
Total selective for location 46 45 21

Selectivity depth:
Object 48% 44% –
Location 48% 53% –

Selectivity index:
Object 0.24 0.24 –
Location 0.24 0.28 –

.............................................................................................................................................................................
Cell counts are based on ANOVA (see Methods), evaluated at P , 0:01. Mean selectivity
depths and selectivity indices were computed from delay activity on array trials for cells
showing a significant ANOVA. For cells not showing significant effects, mean selectivity
depths ranged from 12 to 15% and mean selectivity indices ranged from 0.08 to 0.09.


